On the amplitude of surface waves obtained by noise correlation and the capability to recover the attenuation: a numerical approach
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1 INTRODUCTION

Recent developments have shown that the Green’s function (GF) between two distant seismometers can emerge from the cross-correlation of a sufficient duration of seismic noise recorded at both seismometers (Shapiro & Campillo 2004). This fact provides new data of great interest for seismologists, because they enable imaging of Earth structure in aseismic regions. In most applications, the emerging signal is dominated by surface waves. Group-speeds on interstation paths are now widely measured and numerous high-resolution tomographic images have appeared over the last 5 years (e.g. Shapiro et al. 2005; Cho et al. 2007; Lin et al. 2007; Yang et al. 2007; Bensen et al. 2008; Stehly et al. 2009).

The emergence of the GF between two stations is possible because the noise sources create a spatially and temporally incoherent wavefield that carries, nevertheless, a small coherent part. This small coherent part is due to the sources that produce paths, which reach either one of the receivers via the other. A time-averaged correlation of noise recorded at these receivers enables recovery of this coherency. Prior to its use in seismology, this result was successfully applied in other fields such as helioseismology (Duvall et al. 1993) and ultrasonics (Lobkis & Weaver 2001; Weaver & Lobkis 2001, 2003). Many theoretical developments subsequently explained the phenomenon. Lobkis & Weaver (2001) were the first to describe the incoherent wavefield as a sum of equipartitioned modes and show that correlation of two records of such a field yields the GF. More recently, the wavefield was seen as an uncorrelated and isotropic mix of plane waves from all propagation directions (Weaver & Lobkis 2003). With this definition, Sánchez-Sesma & Campillo (2006) and Sánchez-Sesma et al. (2006) show that equipartitioning of the wavefield is a necessary condition for retrieving the exact GF. Other developments, based on an analogy with time-reversal experiments (Derode et al. 2003), the fluctuation-dissipation theorem (van Tiggelen 2003) or reciprocity (Wapenaar 2004), and stationary-phase derivation (Sniieder 2004), also demonstrate the emergence of GFs from ambient noise correlations.

All these theories only take into account the case of uniformly distributed noise sources. Now, as Sánchez-Sesma & Campillo (2006) assess, ‘an anisotropic flux as well as the absence of equipartition has to be considered to fully understand the limitations of the method’. Indeed, noise consistently observed in seismic records mainly comes from the oceans (Longuet-Higgins 1950) so that its distribution at the surface of the Earth clearly is non-uniform. Interest in the effects of such a distribution has recently grown (Weaver et al. 2009; Yao & van der Hilst 2009). In this paper, we study these effects by computing correlations of numerically generated seismic noise in an attenuating sphere. We also look at the influence on correlations of two processing techniques commonly applied to the noise records: one-bit normalization and spectral whitening.
Figure 1. Top panel: source and receiver configuration of our first experiment. Stations \( n = 1, \ldots, 11 \) (black diamonds) are \((n + 1) \times 5^\circ\) far from station 0 (white star). Tiny dot pixels indicate the location of 24,000 noise sources (80 realizations) randomly distributed on the surface of the Earth. Bottom panel: an example of noise recorded at station 0 is presented (left panel) for the three different noise processing we consider (raw, one-bit normalization and whitening). We also plot the amplitude spectrum of these recordings (right panel).

(Bensen et al. 2007). One-bit normalization is a procedure for reducing the weight of the earthquakes that inevitably lie in seismic records. It consists of retaining only the sign of the raw signal by replacing all positive amplitudes with a 1 and all negative amplitudes with a \(-1\). Spectral whitening is often practiced as well to enhance frequencies with low amplitude. Other noise-processing techniques, not studied in this paper, can be found in Bensen et al. (2007).

Traveltimes of ambient noise correlations have been extensively used so far. In this paper, we want to probe the information contained in the amplitude of such data. To do so, we compare our
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Figure 2. Cross-correlations between the vertical displacement recorded at 0 and the vertical displacement at \( n \) (numbers on the left) in the case of a uniform distribution of noise sources. Three data sets are presented corresponding to the three different noise processing investigated in this work: raw, one-bit normalization and whitening.

synthetic correlations with the full waveforms of exact GFs computed with a normal-mode summation technique. The behaviour of our reconstructed Rayleigh waves with respect to the attenuation (geometrical spreading and anelasticity) is addressed by carefully analysing the amplitude decay with increasing interstation distance. Our results are then discussed in the context of previous studies that deal with the same topic (Larose et al. 2007; Gouëdard et al. 2008; Matzel 2008; Prieto et al. 2009).

2 UNIFORM DISTRIBUTION OF NOISE SOURCES

2.1 Experimental setup

We compute synthetic noise at the surface of a spherical attenuating Earth to mimic the continuous oscillations that are consistently observed in seismic records and commonly considered to come from interactions between the atmosphere, ocean and seafloor. Such oscillations do not have a flat amplitude spectrum; two peaks generally are present around 14 and 7 s period, which are referred to as primary and secondary microseism, respectively (Longuet-Higgins 1950; Friedrich et al. 1998; Stehly et al. 2006). Moreover, at longer periods (150–500 s), the so-called Earth ‘hum’ is observed (Nawa et al. 1998; Rhie & Romanowicz 2004; Kedar & Webb 2005). In this work, we do not try to simulate the complex mechanisms, which produce this kind of spectra. We will consider simple noise sources with flat spectra in a specified frequency band.

To create our synthetic noise, we randomly position 300 sources on the surface of the Earth. For each spatial component of each source, we generate a 24-hr time-series with random phase and flat spectrum filtered between 100 and 150 s. Using normal-mode summation (e.g. Woodhouse & Girmius 1982) in the Preliminary Reference Earth Model (Dziewonski & Anderson 1981), the effect of all the sources is computed at 12 stations \( n = 0, \ldots, 11 \). All the stations are located on the equator. We distinguish receiver

\( n = 0 \) at longitude 0° from the other receivers \( n = 1, \ldots, 11 \) at longitude \(( n + 1) \times 5°\) (Fig. 1). The correlations between the vertical displacement recorded at 0 and the vertical displacement at the other stations are computed. That is the result of what we call a ‘realization’. Because a single realization is not enough to get a good convergence, we perform 5120 realizations (we use 64 processors; each of them computes 80 realizations; the total number of sources then is 1 536 000). Stacking all the realizations, we obtain the waveforms represented in Fig. 2.

Three different cases are studied corresponding to different processes applied to the noise records: (1) raw noise (no treatment is done); (2) one-bit noise (meaning that only the sign of the waveforms is considered); (3) whitened noise (meaning that the spectral amplitudes of each record are set to 1 in the chosen frequency band). One-bit normalization is widely used to attenuate earthquake signals from real seismic records (e.g. Shapiro & Campillo 2004; Yao et al. 2006) or enhance codas relative to first arrivals (e.g. Campillo & Paul 2003; Paul et al. 2005). Although there is no earthquake in our experiment, we apply a one-bit normalization because we want to investigate the effect of such a strong non-linear operation on the amplitude of cross-correlations. Frequency whitening is another non-linear operation frequently used to prepare noise prior to correlation. The whitening we adopt in this work is very aggressive: the amplitude spectrum of the original raw noise is replaced by a boxcar smoothed using a cosine-taper. This procedure has been used in previous studies (e.g. Stehly et al. 2009). Less aggressive and more sophisticated whitening are described in Bensen et al. (2007).

Fig. 1 shows a 4-hr noise record processed in the three ways mentioned earlier. The effect of the one-bit normalization is clearly visible in the time domain, whereas the whitening effect appears in the frequency domain. Each process provides a set of correlations (Fig. 2). All the correlations are symmetric: the waveforms at negative and positive times are the same in shape and amplitude. This is because the energy flux is the same from station 0 to station \( n \).
Figure 3. Top panel: for each process applied to the noise records (raw, one-bit normalization and whitening), the correlation between stations 0 and 6 (grey line) is compared with the corresponding Green’s function (dashed line) and the fundamental mode (dotted line). To focus on the Rayleigh wave, we use a 800 s time window centred on $t = 1000$ s. The correlations are obtained using 1 536 000 noise sources (5120 realizations). These sources are uniformly distributed on the surface of the Earth. Bottom panel: the dashed (dotted) line is the error between the correlation and the Green’s function (the fundamental mode) with respect to the number of realizations. For every process, we converge to a small and stable error. Moreover, the error from the Green’s function is systematically larger than the error from the fundamental mode.

Figure 4. Same as Fig. 3 but the time window is now 11 000 s wide. R1 (the Rayleigh wave travelling along the short arc of the great circle) and R2 (the Rayleigh wave from the long arc) are both visible. Zooming in on a part of the signal where the energy of the fundamental mode is negligible shows that the correlation can retrieve some, but not all, overtones. In the chosen time window, the error from the fundamental mode is very slightly smaller than the error from the Green’s function. After a sufficient number of realizations, the two errors are small and stable for the three noise processing.

(negative part) than from $n$ to 0 (positive part). As expected, the arrival time of the wave packets increases as interstation distance becomes larger. On the contrary, the amplitude decreases as interstation distance increases. This decay will be studied more precisely at the end of Section 2.2.

2.2 Comparison with the Green’s function

The Green’s tensor between two stations in a laterally homogeneous sphere can be easily computed using normal-mode summation. Following Woodhouse & Girnius (1982), we can write the vertical
displacement $G_{nm}$ at a station $m$ due to a vertical Dirac delta function at another station $n$ as a function of time $t$

$$G_{nm}(t) = \sum_k a_k(n)u_k(m)e^{i\omega_k t}, \quad (1)$$

where $u_k$ and $\omega_k$ are the eigenfunctions and eigenfrequencies of the Earth model, and $a_k$ are the excitation coefficients due to the vertical Dirac delta function. Using this equation, we are able to calculate the reference GFs against which we can compare our correlations. To make the comparison possible, we have to differentiate the correlations in time and correct them for a source term, which is the power spectral density of the noise, recorded at one station. Indeed, different authors (Lobkis & Weaver 2001; Snieder 2004; Colin de Verdière 2006; Sánchez-Sesma et al. 2008) have demonstrated that, in 3-D, we have

$$\text{im} C_{nm}(\omega) \propto |S_n(\omega)|^2 G_{nm}(\omega), \quad (2)$$

where $C_{nm}$ is the side of the correlation between $n$ and $m$ that corresponds to the noise going from $n$ to $m$, $\omega$ is the angular frequency and $S_n$ is the noise recorded at $n$. $|$ denotes the modulus of a complex quantity.

Fig. 3 shows a comparison of the corrected correlations from station 6 with the corresponding GF on the one hand, and with the fundamental mode (eq. 1 restricted to $k \in \{\text{fundamental mode}\}$) on the other hand. We chose a 800 s time window centred on $t = 1000$ s to focus on the Rayleigh wave. For each kind of noise processing (raw, one-bit normalization and whitening), the correlation fits both the GF and the fundamental mode very well. Nevertheless, the computation of the mean square deviation of the full waveform (hereafter referred to as the error) shows that the fit is a little better for the fundamental mode. This is mainly due to the discrepancy between the GF and the correlation in the 650–850 s time window: it looks like the correlation is not able to retrieve overtones. This is confirmed in Fig. 4. This figure shows the same comparison as in Fig. 3 but using a much larger time window (11 000 s). Zooming in a part of the signal that has overtones only (the curve of the fundamental mode is equal to zero), we see that some of them are recovered whereas some others are not. This means that the correlation of a seismic wavefield produced by noise sources, which are uniformly distributed on the surface of a 1-D Earth, does not perfectly converge to the GF. The convergence of such a correlation towards the fundamental mode is better (this is visible on both Figs 3 and 4) but is not perfect either. Nevertheless, the quality of our reconstructed Rayleigh waves is very good for our purpose.

The reason why some overtones are not retrieved in our correlations is that there are no noise sources at depth in our experiment. Including such sources enables to recover all the overtones, as shown in Fig. 5(a). This figure presents the raw noise correlation between stations 0 and 6 when using sources everywhere in the medium. As done before, we use two time windows to compare this correlation with the GF and the fundamental mode. For each of these two windows, we compute the error as a function of realizations. Because a good convergence requires more realizations than in the case of sources distributed on the surface, we performed 9600 realizations. It is clear that the correlation now fits the GF better than the fundamental mode. Nevertheless, the error between the correlation and the GF stabilizes to a non-zero value. In the lossless Earth, the GF is very well retrieved.

As stated by Snieder (2007), getting an equipartitioned wavefield (and thus an accurate reconstruction of the GF) in an attenuating medium requires a source excitation that is proportional to the local dissipation rate. We do not use such a particular excitation here so we do not get the exact GF. We check that the anelasticity is indeed the cause of the discrepancy between the GF and the correlation by performing the same experiment in a lossless medium. The result shows that the GF is accurately recovered in this case (Fig. 5b). Similar observations are found for one-bit noise and whitened noise correlations.

The purpose of this paper is to study the amplitude of surface waves reconstructed by noise correlation in the context of noise sources located on the surface of the Earth. Therefore, we do not
consider the correlations obtained using sources at depth in what follows. As shown in Fig. 3, the quality of the Rayleigh waves obtained using sources on the surface is very good. Because the convergence of these waves towards the fundamental mode is better than the convergence towards the GF, we choose the fundamental mode as the reference in what follows and we compare the amplitude decay of our reconstructed Rayleigh waves with the decay of the fundamental mode (Fig. 6). We match the amplitude maximum of the signals at station 1 so we can see how the relative amplitudes evolve as interstation distance increases. We use the envelope of the signals because it is closely related to the energy, and thus to the attenuation (Aki & Richards 1980). We observe that the signal envelopes are very similar for each interstation distance and regardless of the noise processing. Plotting the amplitude maximum as a function of interstation distance, we see that the decay of the correlation is the same as that of the fundamental mode. This means that, in the context of a uniform distribution of noise sources on the surface of a radially symmetric Earth, cross-correlations contain geometrical spreading as well as intrinsic attenuation, even after applying strong non-linear operations on the amplitude of the noise like one-bit normalization and frequency whitening. As the Rayleigh wave Green's function is highly dominated by the fundamental mode, the results and the conclusion would be the same if considering the GF as the reference.
3 NOISE SOURCES DISTRIBUTED IN A BIG PATCH

3.1 Experimental setup

It is important to study the case of a non-uniform distribution of sources because seismic noise in the Earth mainly comes from the oceans and is therefore non-uniformly distributed. Such a distribution produces an anisotropic energy flux that is difficult to consider analytically and, therefore, has never been clearly taken into account. We probe the effects of wavefield inhomogeneity, by repeating the same experiment as the one in the previous section, except that the noise sources are now confined in a 50°-radius cap on the surface of the sphere. The centre of this cap is on the equator at longitude −60° (Fig. 7). Reducing the source location area and keeping the same number of realizations increases the source density. To investigate the impact of our space-limited ‘noisy’ area on cross-correlations, we use again a line of 12 stations ($n = 0, \ldots, 11$) along the equator. As the azimuths from station 0 are not all equivalent with respect to the patch of noise sources, we add three new stations that are not on the equator, 35° far from station 0 (as station 6 is), and call them 6a, 6b and 6c. They lie at an azimuth of 60°, 30° and 0° from receiver 0.

Fig. 8 shows the correlations between the displacement recorded at station 0 and the displacement from the other stations positioned
on the equator \((n = 1, \ldots , 11)\). Strong asymmetry appears at all stations and for all processes applied to the noise. This is due to the anisotropy of the energy flux: the energy going from \(n\) to 0 is much lower than the energy going from 0 to \(n\). This effect has been reported by many authors working on real data (Shapiro & Campillo 2004; Paul et al. 2005; Stehly et al. 2006; Yao et al. 2006; Nishida & Fukao 2007; Bensen et al. 2008). In the following, we will only consider waveforms at negative times (emerging from the noise going from 0 to \(n\)). We observe that their amplitude decreases as interstation distance increases. We will study this amplitude decay in the next section.

### 3.2 Comparison with the Green’s function

Using eq. (2), we process our correlations to compare them with the GF. Fig. 9 shows the Rayleigh wave from station 6. As we did before in Fig. 3, we consider the fit to the GF as well as the fit to the fundamental mode. Plotting the error as a function of the number of realizations, we observe that the correlation fits the fundamental mode better than the GF. This is true for all three processes applied to the noise. We notice that the error becomes stable faster than it did in the previous experiment (Fig. 3). This is simply because the density of sources in the coherent zone, which is the vicinity of the great circle passing through the two stations 0 and 6 (Snieder 2004; Roux et al. 2005), is higher in the current experiment. We also notice that the final errors we get are larger than before. This means that the wavefield produced by the current distribution of noise sources is less equipartitioned than the wavefield due to a uniform distribution. Nevertheless, the quality of the reconstructed signal is satisfactory.

Fig. 9 also shows the correlations from stations 6a, 6b and 6c. The relative amplitude of these correlations has been preserved to clearly show that the energy flux is now anisotropic. The amplitude of the reconstructed signal increases with increasing the azimuth. This is because the number of noise sources in the coherent zone is not the same in all azimuths. There are no sources on the great circle defined by 0 and 6c (azimuth = 0°, cf. Fig. 7) so the correlation from 6c has a very small amplitude. On the contrary, the number of noise sources is high for stations 6 and 6a (azimuth = 90° and 60°, respectively) so the corresponding correlations have a large amplitude.
Besides, we note that the phase of the correlation from station 6c has nothing to do with the GF. This is because the noise sources that contribute to the emergence of this correlation are far from the vicinity of the great circle path resulting in erroneous travel times. This effect is not explicitly discussed but is substantially contained in the theoretical development of Roux et al. (2005). It has been also observed on real data (Stehly et al. 2007; Gouédard et al. 2008).

We now look at the amplitude decay of the correlations obtained from stations located at the equator. We compare the envelope of these correlations with the envelope of the fundamental mode and we plot the maximum of these envelopes as a function of interstation distance (Fig. 10). As was the case in the previous experiment, the decay of the raw noise correlation is the same as that of the fundamental mode. However, for the one-bit and the whitened noise correlations, this is no longer true; the amplitude decay corresponding to these two processes is less steep than the decay of the fundamental mode. We also plot the two terms that correspond to the two different attenuation processes. Writing the amplitude spectrum of the GF restricted to fundamental mode between station 0 and station n as

\[ |G_{0n}^{f,\text{fund}}(\omega)| \propto \frac{1}{\sqrt{\sin(d_n)}} \exp \left[ -\frac{\omega d_n}{2c(\omega)Q(\omega)} \right], \] (3)
Figure 11. Configuration of the third experiment. The big black dot indicates the cap where the noise sources are. All the sources belong to a 5°-radius patch centred on the equator at longitude $-60°$. We use twelve receivers on the equator: station 0 (star) and stations $n = 1, \ldots, 11$ (diamonds).

Figure 12. Cross-correlations between the vertical displacement recorded at 0 and the vertical displacement at $n$ (numbers on the left) in the case of noise sources distributed in a small patch.

where $d_n$ is the angular distance between the two stations, $c$ is the Rayleigh wave speed and $Q$ is the quality factor of the medium, we recognize the first term of the product to be the geometrical spreading and the second term to be the intrinsic attenuation. The plot of these two terms in Fig. 10 shows that they both provide a significant contribution to the amplitude of the fundamental mode. The amplitude decay of the one-bit and the whitened noise correlations does not fit any of the two terms. One can reasonably think that the one-bit and the whitened data sets both contain information on the intrinsic attenuation of the medium. However, in the case of the distribution of noise sources studied in this section, it is not possible to treat these data sets as one treats usual records (such as earthquake records) to extract the intrinsic attenuation.

4 NOISE SOURCES DISTRIBUTED IN A SMALL PATCH

4.1 Experimental setup

To investigate extreme source inhomogeneity, one last experiment is carried out. We now distribute the noise sources in a 5°-radius patch centred on the equator at longitude $-60°$ (Fig. 11). The 12-stations line along the equator is used again to compute correlations. As expected, the obtained waveforms are asymmetric (Fig. 12). Moreover, for all three treatments used to process the noise records, we observe that the amplitude decay of the correlations with increasing interstation distance looks less strong than observed in the two
previous experiments. We will carefully look at this variation of amplitude in the next section.

4.2 Comparison with the Green’s function

There is substantial misfit between the corrected correlation (eq. 2) from station 6 and the corresponding GF and fundamental mode predictions (Fig. 13). This misfit mainly comes from a $\pi/4$ phase shift, which is known to make phase velocity measurements from noise correlations very ambiguous (Harmon et al. 2008). Indeed, in the general case (i.e. the case of any given distribution of noise sources), it is not clear whether the extracted GF is 2-D or 3-D. The main difference between these two kinds of function precisely is a $\pi/4$ shift (Aki & Richards 1980; Sánchez-Sesma & Campillo 2006). In spite of the ambiguity, Yao et al. (2006) and Lin et al. (2008) have succeeded in extracting phase velocity maps from noise correlations. In this work, the $\pi/4$ phase shift is not a problem because we use the envelope of the signals to study variations in amplitude. As shown in Fig. 13, the envelope of the correlation is very similar to the envelope of the fundamental mode, confirming the robustness of group velocity measurements from noise correlations.

Fig. 14 shows how the amplitude of the correlations decreases with increasing interstation distance. For each process, the decay is very different from the decay of the fundamental mode. We think this difference could be due to different geometrical spreading. Indeed, the small patch can be viewed as a point source providing a wavefield that is coherent between station 0 and station $n$ (all the paths going through 0 also go through $n$) such that

$$|C_{ln}(\omega)| = |S_0(\omega)||S_n(\omega)|$$

(4)

with

$$|S_0(\omega)| = \frac{A(\omega)}{\sqrt{\sin(D)}} \exp \left[ - \frac{\alpha D}{2c(\omega)Q(\omega)} \right]$$

(5)

and

$$|S_n(\omega)| = \frac{A(\omega)}{\sqrt{\sin(D + d_n)}} \exp \left[ - \frac{\alpha(D + d_n)}{2c(\omega)Q(\omega)} \right],$$

(6)

where $A$ is the amplitude spectrum of the signal at the source and $D$ is the distance in degrees between station 0 and the point source (60° in our simulation). We here assume that noise propagates as surface waves. Substituting eqs (5) and (6) in eq. (4) gives

$$|C_{ln}(\omega)| = \frac{\alpha(\omega)}{\sqrt{\sin(D + d_n)}} \exp \left[ - \frac{\alpha d_n}{2c(\omega)Q(\omega)} \right],$$

(7)

where $\alpha = |S_0(\omega)|^2\sqrt{\sin(D)}$ is a constant with respect to $d_n$. From expression (7), we see that intrinsic attenuation acts in the correlation as it does in the GF. This is not true for geometrical spreading: the term corresponding to this attenuation in eq. (7) is different from the one in eq. (3). Correcting the amplitude decay of the raw noise correlation using $\sqrt{\sin(D + d_n)}/\sin(d_n)$ confirms our theory: the decay of the fundamental mode is retrieved, meaning that raw noise correlations can be used to measure the attenuation of the medium if the distribution of noise sources is known. This is a major result because it shows that meaningful information can be extracted from the amplitude of raw noise correlations. The same correction applied to the one-bit and the whitened noise correlations does not enable to recover the good amplitude decay. Similarly to the previous experiment, further work is needed to understand what these decays exactly contain.

5 DISCUSSION AND CONCLUSIONS

Records of synthetic noise computed in PREM using the normal-mode summation method enabled us to investigate different features of waveforms obtained by noise correlation. We paid particular attention to the relative amplitude of such waveforms. We find that this amplitude strongly depends on the distribution of noise sources and the processing applied to the noise records prior to correlation. If the sources are uniformly distributed on the surface of the Earth, then the amplitude decay we observe along a line of stations is the same as the decay of the Rayleigh wave Green’s function. This is true regardless of the noise processing technique. If the distribution is not uniform, then the amplitude decay depends on the processing. Whereas raw noise correlations contain the intrinsic attenuation of the medium and geometrical spreading that is determined by the position of the noise sources, one-bit noise and whitened noise correlations result in decays that do not fit that of the
Figure 14. Comparison of the amplitude decay of the correlations envelope (grey line) with their corresponding fundamental mode (dotted line) in the case of noise sources distributed in a small patch. Top panel: Waveforms from the three processes (column) and all the stations (row) are presented. Bottom panel: (a) The maximum of amplitude is plotted as a function of interstation distance. (b) A geometrical correction is applied to the correlations. The decay of the raw noise correlation then fits the decay of the fundamental mode whereas the one-bit and the whitened noise correlations do not fit any decays (geometrical and intrinsic attenuations of the fundamental mode are plotted using thin and thick black lines, respectively.)
Rayleigh wave. These decays require further study to be properly interpreted.

Our results are consistent with previous studies. Larose et al. (2007) generates noise using a can of compressed air sprayed on the surface of a plexiglass plate. The amplitude of the correlations they acquire from an array of sensors starting at the air-jet source fits the amplitude of waveforms obtained from an active experiment. This is no longer true when frequency whitening is performed. Furthermore, the analysis of a seismic prospecting data set by Gouédard et al. (2008) shows that geometrical spreading retrieved by correlating direct waves (i.e. non-scattered waves) depends on the position of the sources. This observation indicates that the distribution of noise sources has to be known to measure the attenuation of the Earth from noise correlations. At present, our knowledge of this distribution is too poor, but we think that it will be greatly improved as localization of microseismic noise sources becomes a topic of intense research (e.g. Gerstoft & Tanimoto 2007; Kedar et al. 2008; Gerstoft et al. 2008).

A first important limitation in our experiment is that we do not have any incoherent noise (such as local or acquisition-related noise) or non-stationary phases (such as earthquakes) in our synthetics. These signals are often present in real data and can affect the amplitude of the correlations. Including such signals in our simulation could change our results. For instance, Figs 3 and 4 show that the number of realizations needed to get a stable error is larger for the one-bit than for the raw and the whitened noise correlation. This is the opposite of what is observed in practice in real data (e.g. Larose et al. 2004) because the one-bit normalization is usually employed to process incoherent noise or non stationary phases. As we have no such signals in our experiment, we do not take advantage of this process and just lose information, making the convergence slower.

In this work, the ratio of interstation distance to wavelength ranges from 2 to 15, as is the case for the ratio involved in correlations of real seismic noise. For this reason, we believe that our results are valid when using real seismic records. Nevertheless, our numerical experiment has a second important limitation: it involves long-period surface waves in a 1-D model whereas real seismic noise mostly propagates at high frequency (0.05–0.2 Hz) and therefore is very sensitive to strong 3-D structures present in the crust. Such structures scatter the incident wavefield and become secondary noise sources, making the distribution much more uniform and the wavefield much more equipartitioned than in the 1-D case (Hennino et al. 2001; Gouédard et al. 2008). Because of this phenomenon, the attenuation of the Earth may be easier to recover from noise correlations without knowing the precise location of the primary sources (Matzel 2008; Prieto et al. 2009). The great potential of these data in investigating the interior of the Earth is confirmed, although significant effort is still needed to improve our understanding and better extract useful attenuation constraints.
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