Differences between tangential geostrophy and columnar flow
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SUMMARY
Core flows inverted from time-dependent geomagnetic field models image the geodynamo at the top of its generation region, the Earth’s outer core. Physical assumptions incorporated in these inversions affect the resulting flows. Based on rapid rotation dominance, two assumptions similar in form yet different in essence have been proposed: tangential geostrophy (TG, LeMouël 1984) and columnar flow (CF, Amit & Olson 2004). We recall that CF is theoretically consistent with the quasi-geostrophy (QG) theory for an incompressible fluid with spherical solid boundaries whereas TG is not. As such, we highlight the importance of applying the CF assumption when inverting geomagnetic data for interior core (columnar) flows that can be used in kinematic dynamo and thermal convection models in the Boussinesq approximation. Next we evaluate the non-uniqueness associated with CF flows. The areas of ambiguous patches at the core surface where invisible TG or CF flows reside are roughly comparable. The spatial distribution of ambiguous patches for both TG and CF is quite asymmetric about the equator, so assuming equatorial symmetry is expected to reduce the non-uniqueness significantly. In fact, for assumed equatorial symmetry, the only possible non-unique flows will be those along hypothetical $\zeta$-contours in the opposite hemispheres that their equatorial plane projections are parallel. TG flows exhibit a strong Atlantic/Pacific hemispheric dichotomy and a well-defined eccentric gyre whereas in CF flows the dichotomy between these two hemispheres is weaker and the gyre is less clear suggesting that the eccentric gyre might not conserve mass. Both TG and CF upwelling/downwelling patterns are strongly localized in the equatorial region. In addition, in both cases upwelling/downwelling is correlated with equatorward/poleward flow respectively, as expected for QG convection. CF upwelling is more intense than TG upwelling but the magnitude ratio is smaller than the factor 2 distinguishing the analytical expressions of the two assumptions. This smaller magnitude ratio is due to the fact that presently observed geomagnetic secular variation features are mostly explained by magnetic field advection by toroidal core flow in the frozen-flux approximation. Robust upwelling features below India/Indonesia may be viewed as geomagnetic evidence for whole core convection.

Key words: Inverse theory; Dynamo: theories and simulations; Geomagnetic induction; Rapid time variations; Satellite magnetics.

1 INTRODUCTION
The geomagnetic field is generated by the motion of an electrically conductive fluid in Earth’s liquid metallic outer core in a process known as the geodynamo. Since 2000, the availability of high-quality geomagnetic field observations from both satellites and surface observatories has provided geomagnetic field and secular variation (SV) models of unprecedented reliability (Olsen & Mandea 2008; Lesur et al. 2010; Olsen et al. 2010; Finlay et al. 2012). Models of the radial geomagnetic field and its SV on the core–mante boundary (CMB) have been used to infer the tangential fluid flow at the top of the core. These core flow models image the kinematics at the top of the core and may provide important dynamical insights into the working of the geodynamo. However, core flow inversions suffer from various problems that reduce their robustness (for reviews see Holme 2007; Finlay et al. 2010). Perhaps most notably, the inherent non-uniqueness in the inverse problem (Backus 1968) requires an additional hypothesis to be made about the flow, typically based on analytically derived or experimentally observed physical results. Different assumptions have been employed, including purely toroidal flow (Whaler 1980), steady flow (Gubbins 1982), tangential geostrophy (Hills 1979; LeMouël 1984), steady flow in a drifting reference frame (Holme & Whaler 2001), helical flow and columnar flow (Amit & Olson 2004) and...
tangential magnetostrophy (Asari & Lesur 2011). From hereafter we refer to tangential geostrophy as TG and to columnar flow as CF. The most popular assumption is TG (e.g. Gire & Le Mouël 1990; Jackson 1997; Pais & Hulot 2000; Hulot et al. 2002; Eymän & Hulot 2005; Asari et al. 2009), primarily because it is consistent with the prevailing force balance in the limit of rapidly rotating flows. In addition, TG flows were found to be capable of reproducing the time variability required to explain the observed variations in the length of day (Jault et al. 1988; Jackson et al. 1993). Unlike purely toroidal flows, TG flows allow for convective (poloidal) motions relating the CMB with the deeper core. Finally, the TG assumption reduces (though does not eliminate) the non-uniqueness in the flow inversion. The extent at which TG reduces the non-uniqueness depends on the magnetic field morphology (Backus & Le Mouël 1986; Chulliat & Hulot 2001; Chulliat 2004).

More recently, the quasi-geostrophy (from hereafter QG) approximation was invoked in the context of core flow inversions (Pais & Jault 2008; Gillet et al. 2009). These studies imposed equatorial symmetry outside the tangent cylinder and no flow crossing its rim. In addition to inferring the motions at the top of the core, these studies aimed to provide an understanding of the dynamics of the symmetry outside the tangent cylinder and no flow crossing its rim. 

et al.

In this paper we compare the tangential geostrophy and columnar flow assumptions applied at the core surface, all stem from considerations on the dynamics in the core. The Navier–Stokes equation describes the magnetohydrodynamic force balance

\[ \rho \frac{du}{dt} + \rho \vec{u} \cdot \nabla \vec{u} + 2\rho \Omega \hat{z} \times \vec{u} = -\nabla P + \mu \nabla^2 \vec{u} + \alpha \rho g_0 T \hat{r} + \frac{1}{\mu_0} (\nabla \times \vec{B}) \times \vec{B}, \]

(2)

where \( \rho \) is the mean density of the outer core fluid, \( \vec{u} \) is velocity, \( \vec{B} \) is magnetic field, \( \Omega \) is rotation rate, \( \hat{z} \) is a unit vector in the direction of the rotation axis, \( P \) is pressure, \( \mu \) is dynamic viscosity, \( \alpha \) is thermal expansivity, \( g_0 \) is gravitational acceleration, \( T \) is temperature (or in general codensity), \( \hat{r} \) is a unit vector in the radial direction and \( \mu_0 \) is permeability of free space. The first two terms on the left-hand side of (2) are the inertial forces and the third term is the Coriolis force. The terms on the right-hand side of (2) are the pressure gradient, viscous, buoyancy and Lorentz forces, respectively. The flow must also obey a conservation of mass equation. The continuity equation represents conservation of mass in incompressible conditions

\[ \nabla \cdot \vec{u} = 0. \]

(3)

At the spherical CMB surface, eq. (3) can be written as

\[ \frac{\partial u_r}{\partial r} = -\nabla_h \cdot \vec{u}_h. \]

(4)

Two non-dimensional numbers often used to characterize the importance of rotational effects are the Ekman number \( E = v/\Omega L^2 \) representing the ratio of viscous to Coriolis forces (where \( v = \mu/\rho \) is the kinematic viscosity), and the Rossby number \( Ro = U/\Omega L \) representing the ratio of inertial to Coriolis forces, where \( U \) and \( L \) are typical velocity and length scales. For the Earth’s core \( v \sim 10^{-6} \text{ m}^2 \text{ s}^{-1}, \Omega = 7.293 \times 10^{-5} \text{ s}^{-1}, L \sim 10^6 \text{ m} \) and
$U \sim 5 \times 10^{-4} \text{ms}^{-1}$ (Finlay et al. 2010), giving $E \sim 10^{-14}$ and $Ro \sim 10^{-8}$. These extremely low values indicate that inertial and viscous forces are negligible with respect to the leading Coriolis force in (2). Thus to a leading order the dynamical balance in the Earth’s core is expected to be among Coriolis, pressure, buoyancy and Lorentz forces, which is known as the magnetostrophic balance

$$2\Omega \hat{z} \times \vec{u} = -\frac{1}{\rho} \nabla P + \alpha g_0 T \hat{r} + \frac{1}{\rho \mu_0} (\nabla \times \vec{B}) \times \vec{B}. \quad (5)$$

This is the starting point to the QG, TG and CF assumptions. We now recall in detail the specific derivation associated with each assumption.

### 2.1 Quasi-geostrophy

The geostrophic balance is obtained as a simplification of the Navier–Stokes equation in the entire outer core volume, when only the Coriolis and pressure forces contribute to determine the flow, to leading order

$$2\Omega \hat{z} \times \vec{u} = -\frac{1}{\rho} \nabla P. \quad (6)$$

Taking the curl of (6) and assuming an incompressible flow (3) gives the Taylor–Proudman theorem

$$\frac{\partial \vec{u}}{\partial z} = 0, \quad (7)$$

that is, the flow is invariant in the direction $z$ parallel to the rotation axis.

The quasi-geostrophy approximation incorporates the $z$-invariance of the Taylor–Proudman constraint (7) for the component of the flow parallel to the equatorial plane but it additionally takes into account the non-parallel spherical solid boundaries of the container. It has arisen from efforts to understand the columnar structure of convecting flows in rapidly rotating spherical shells (Busse 1970), expected from theory (7) and observed in laboratory experiments (Busse & Carrigan 1976; Cardin & Olson 1994). The QG flow model is of the form

$$\vec{u} = \nabla \times (\psi(s, \phi, t) \hat{z}) + u_z(s, \phi, z, t) \hat{z}, \quad (8)$$

where cylindrical coordinates $(s, \phi, z)$ are the most adequate due to the dominant symmetry imposed by rotation. The first term represents non-divergent motion denoted by the streamfunction $\psi$ in the equatorial plane. The second term represents the axial flow that is needed to satisfy the non-penetration boundary condition. Note that while (8) perfectly satisfies the non-penetrating boundary conditions, it only approximately satisfies $z$-invariance (7) and incompressibility (3).

Assuming uniform axial variation of $u_z$ in the liquid volume, $u_z \propto z$ and can be written as (Amit & Olson 2004)

$$u_z(s, \phi, z, t) = -\frac{z}{H_z} u_s(s, \phi, t) = -\frac{z}{H_z} \frac{\partial \psi}{\partial \phi}(s, \phi, t) \quad (9)$$

where $H_z = \sqrt{R^2 - s^2}$ is half the height of a column at distance $s$ from the rotation axis. The model is completely defined by the streamfunction in the equatorial plane, $\psi$.

The axial flow $u_z$ given by (9) was originally treated as a perturbation, associated with slight boundary slopes (e.g. Busse 1970). The fact that it introduces a violation of mass conservation was seen as a second order effect. In practice, the QG flow model is used even when the boundary slope is steep, leading to first order values for $u_z$ and to compressibility effects, as can be seen from (8) where the first term on the right-hand side is divergent-free and cannot compensate for the axial mass displacement associated with the second term (see also 9). Because the QG model does not conserve mass, different results are obtained for $\partial u_s/\partial r$ and $-\nabla_h \cdot \vec{u}_s$ at the CMB.

Schaeffer & Cardin (2005) proposed a modified QG model which enforces mass conservation properly. They added to (8) an axial invariant azimuthal term, whose divergence cancels out the $u_z$ divergence. Their modified incompressible QG flow model can be written as (see e.g. Pais & Jault 2008)

$$\vec{u} = \nabla \times (\xi(s, \phi, t) \hat{z}) + u_z(s, \phi, z, t) \hat{z} + \frac{s}{H_z^2} \xi(s, \phi, t) \hat{\phi} \quad (10)$$

where $\xi$ is termed a ‘pseudo-streamfunction’ (see also Pais & Jault 2008) and $u_z$ is obtained from $\xi$ according to (9), if we replace $\psi$ by $\xi$. However, the azimuthal flow $u_\phi$ is obtained in a different way, from $u_\phi = -\partial \xi/\partial s$ with the standard QG model (8) and (9), to $u_\phi = -\partial \xi/\partial s + (s/H_z^2) \xi$ with the modified QG model.

### 2.2 Tangential geostrophy

The TG constraint is derived from the tangential component of the magnetostrophic balance equation at the top of the core, where the (radial) buoyancy force does not participate. Near the core surface the tangential components of the Lorentz force are assumed negligible (LeMouël 1984). The remaining balance between the tangential Coriolis and pressure gradient forces is termed tangential geostrophy and yields

$$2\Omega \hat{r} \times \vec{u}_h = -\frac{1}{\rho} \nabla_h P. \quad (11)$$

It has the same expression as the geostrophy balance governing mid-latitude synoptic-scale flows in the atmosphere and in the oceans (e.g. Pedlosky 1987). However, it differs from those cases in that it only applies at the core surface, whereas in the atmosphere and oceans the hydrostatic approximation is used for the vertical component of the momentum equation and the geostrophy balance determines the main horizontal flow inside the whole fluid shell. Note that (11) is not the 2-D version of (6), since it derives from a magnetostrophic 3-D force balance (5) at a particular spherical surface, the CMB.

Using the fact that the radial velocity vanishes on approach to the CMB, (11) becomes

$$2\Omega \hat{r} \times \vec{u}_h \cos \theta = -\frac{1}{\rho} \nabla_h P \quad (12)$$

where $\theta$ is colatitude. Finally, the well-known TG constraint can be obtained by taking the divergence of the cross product of $\hat{r}$ with (12)

$$\nabla_h \cdot (\vec{u}_h \cos \theta) = 0 \quad (13)$$

or

$$\nabla_h \cdot \vec{u}_h = -\frac{\tan \theta}{R} u_s, \quad (14)$$

where $R$ is the core radius.

The TG assumption has also been derived in the context of the QG approximation. In this case, the dynamical support for TG is no longer tangential magnetostrophy with a negligible horizontal Lorentz force at the CMB (LeMouël 1984) but rather the dominance of Coriolis and pressure forces. Pais & Jault (2008) reconstructed the surface $(u_s, u_\phi)$ flow using the QG model expressions (8) and (9) and showed that the resulting tangential divergence satisfies (13). This motivated the use of the TG assumption in the context of the
QG approximation, with equatorial symmetry additionally imposed (e.g. Pais & Jault 2008; Gillet et al. 2009). In a framework where we allow for deviations from divergence-free flows, the TG assumption can therefore be used to compute QG flows.

2.3 Columnar flow

The assumption termed columnar flow by Amit & Olson (2004) is merely the surface expression of QG in incompressible conditions. The dynamical support for CF is therefore the dominance of Coriolis and pressure forces. Amit & Olson (2004) showed (see their appendix) that rewriting (9) in spherical coordinates, differentiating with respect to \( \ell \), and pressure forces. Amit & Olson (2004) showed (see their appendix) that rewriting (9) in spherical coordinates, differentiating by \( r \) and imposing incompressibility at the core surface (4), gives

\[
\nabla_h \cdot \tilde{u}_h = 2 \tan \theta \frac{u_0}{R} \tag{15}
\]

or

\[
\nabla_h \cdot (\tilde{u}_h \cos^2 \theta) = 0. \tag{16}
\]

Note that (15) differs from (14) only by a factor of 2. That the derivation of the CF upwelling gives a different expression (by a factor 2) than the TG expression is not a surprise, since as pointed out above the QG model defined by flow eqs (8) and (9) does not verify the incompressibility condition.

In words, the CF assumption stems from computing the upwelling at the CMB consistent with the relation between \( u_\ell \) and \( u_\ell \) as prescribed by the QG model and further imposing the incompressibility condition. For consistency, equatorial symmetry is further required, to guarantee that columns intercepting the CMB in the Northern Hemisphere are axially continued and connected to columns at the Southern Hemisphere.

In the framework of the modified QG model of Schaeffer & Cardin (2005), the CF derivation of the CMB upwelling is still valid because it does not depend on \( u_\ell \). Moreover, the CF assumption is fully consistent with the volume flow. In addition, the derivation of \( \nabla_h \cdot \tilde{u}_h \) as in Pais & Jault (2008) also yields the same result, given by (15). The agreement among these different derivations shows that the modified QG model in conjunction with the surface condition CF consistently enforce conservation of mass in both the volume and surface flows, in the framework of a QG approximation. This condition is important for proper downward projection of inverted surface core flows to the fluid core volume.

2.4 Ambiguous regions

Backus & LeMouël (1986) noted that a TG flow is non-unique (or partly invisible in terms of geomagnetic SV) along contours of \( \zeta_\ell = B_\ell / \cos \theta \) (see Appendix A). They further proved that due to the intersection of different \( \zeta_{\ell} \) contours at nodes where \( B_\ell = 0 \) curves cross the geographical equator, the non-uniqueness is reduced to ambiguous regions bounded by \( \zeta_{\ell} \) contours that do not cross the equator (see also Chulliat & Hulot 2000).

CF is associated with a different geometry of non-unique regions. Eq. (16) implies non-uniqueness along contours of \( \zeta_{\ell\ell} = B_{\ell\ell} / \cos^3 \theta \) (see again Appendix A). Since different \( \zeta_{\ell\ell} \) contours intersect the geographical equator at nodes (just as \( \zeta_{\ell} \)), with CF the non-uniqueness is also reduced to ambiguous regions of the CMB bounded by contours of \( \zeta_{\ell\ell} \) that do not cross the equator.

3 METHOD

Here, we describe our core flow inversion scheme and the different assumptions imposed on the four flow models. Writing the core surface flow in terms of the toroidal (T) and poloidal (P) scalar fields,

\[
\hat{u}_h(\theta, \phi) = \nabla_h \times (\hat{T} \hat{r}) + \nabla_h \hat{P}, \tag{17}
\]

we use a regularized weighted least squares method to invert eq. (1) for a set of spherical harmonic coefficients of the two scalar potentials in (17), truncated to degree \( \ell = 26 \). In the inversion, we use the satellite data derived geomagnetic field model CHAOS-3 (Olsen et al. 2010) truncated to degree 13. The core flow estimations are expected to explain the model within a certain degree of confidence, which comprises both the information on the noise level of the SV ‘data’ with variance \( \sigma^2(\ell) \) and an estimation of the SV signal produced by a non-parametrized contribution of the advection of main field small scales by the flow, \( \sigma^2(\ell) \). The choice for these error models is the same as in Schaeffer & Pais (2011), namely \( \sigma^2(\ell) = 0.01(2\ell + 1)^{-1}(\ell + 1)^{-3} (nT/yr)^2 \) (Olsen et al. 2010) and \( \sigma^2(\ell) = 36 \exp^2(\ell nT/yr)^2 \) at the Earth’s surface. The spatial resolution error model \( \sigma^2(\ell) \) is intermediate to the two models used in Gillet et al. (2009) for the field models CM4 and xCHAOS and is also close to the models computed by Pais & Jault (2008).

As further physical assumptions, used to include the expected rapid rotation behaviour expressed by the QG model, conditions (13) and (16) are written in the spectral domain (see Pais & Jault 2008, for details) and introduced in the inversions as regularization terms associated with very high Lagrange multipliers. We invert for only \( \ell + m \) odd toroidal and \( \ell + m \) even poloidal coefficients, in order to obtain equatorially symmetric TG-S and CF-S flows, respectively. In contrast to Pais & Jault (2008), we do not impose a flow barrier at the latitude of the tangent cylinder in these equatorially symmetric flows.

The TG constraint can also be used in the context of a tangential magnetostrophic balance where the horizontal Lorentz force is neglected but the buoyancy force is kept, as explained in Section 2.2. In that case the thermal wind flow is not required to be equatorially symmetric. We computed for this case a TG-AS flow. Note that we have not applied the CF assumption without imposed equatorially symmetry because there is no theoretical support for such an inversion. Finally, because either TG or CF inhibit the flow from crossing the geographic equator and tend to focus tangential flow sources and sinks there, we also compute a fourth flow using only the \( \ell^0 \) regularization, N-AS.

4 RESULTS

Here we present the results of our comparison between the TG and CF assumptions. We quantify the global non-uniqueness reduction associated with each assumption. Core flow models inverted using each assumption are compared. Two flow models assume equatorial symmetry with TG and CF, respectively, one model assumes TG without equatorial symmetry, and one model assumes only large-scale flow. The comparison among these four core flow models includes patterns and magnitudes, with special attention to the resulting upwelling distributions and amplitudes.


4.1 Non-uniqueness

We use the historical field model gufm1 (Jackson et al. 2000) at 1980 to compare the non-uniqueness distributions associated with the TG and CF assumptions. The year 1980 was chosen as this was a particularly well magnetically monitored year thanks to the Magsat mission. The TG invisible flow contours $\zeta_{tg}$ and the CF invisible flow contours $\zeta_{cf}$ model for 1980, there are six equatorial nodal points. At $gufm1$ $\zeta$ $1$ mT, which was previously argued to be a reasonable threshold for model are plotted in Fig. 1. The scale is saturated at low latitudes $\zeta$ $a$ $\zeta$ $\zeta$, belonging to an ambiguous patch and contributes to $A_{tg}$ $\zeta$ $\zeta$ $\zeta$ $\zeta$. $\zeta$ $\zeta$ $\zeta$ $\zeta$, in the Southern Hemisphere, are simply due to the different symmetric with respect to the equator, especially below the south Atlantic.

The distributions of ambiguous regions are very similar for the TG and CF flows. Colour differences between the two plots, mostly in the Southern Hemisphere, are simply due to the different symmetries of $\cos \theta$ and $\cos^2 \theta$ relative to the equator. There is no significant geometrical distortion and the difference lies essentially in a latitude-dependent amplification of $\zeta_{cf}$ values. In both $\zeta_{tg}$ and $\zeta_{cf}$, ambiguous regions at mid- and high-latitudes tend to be non-symmetric with respect to the equator, especially below the south Atlantic.

To quantify the global non-uniqueness, we designed an algorithm to calculate the portions of CMB non-unique areas $A_{tg}$ and $A_{cf}$ associated with each of the two assumptions (see Appendix B). In this algorithm, a gridpoint on the core surface is counted as a TG or CF ambiguous point depending on whether the tangential divergence superimposed. Figs 2(a)–(b) show the TG-S and CF-S core flow models, respectively, both with imposed equatorial symmetry. To test the importance of imposing equatorial symmetry, we also compute a TG flow that is not forced to be symmetric about the equator ($\nabla \times B$) and invert for a flow using the $\ell^3$ norm as the only regularization ($N-AS$, Fig. 2d). All flows explain equally well the SV; that is, the normalized misfit is 1.0 for all inversions, taking into account the SV covariance error values that include both $\sigma^{11}$ and $\sigma^{00}$ as introduced in Section 3. In addition the TG and CF flows satisfy well their respective assumptions, with the CF assumption slightly better in $CF-S$ than the TG assumption in $TG-S$ and $TG-AS$, for the same Lagrange multiplier value. This is demonstrated through computation of $\sigma^{11}$ and $\sigma^{00}$ values that quantify the flow deviation from perfect CF and TG conditions, respectively, normalized by the flow deviation from purely toroidal (see smaller $\sigma^{11}$ than $\sigma^{00}$ in Table 2).

We find a large, well-delimited, eccentric gyre in the $TG-S$ flow with clear Atlantic/Pacific hemispheric dichotomy in core flow activity. In contrast, in the $CF-S$ flow the Pacific Hemisphere is somewhat more active. Azimuthal motions govern the $TG-S$ flow under the low-latitude Atlantic Hemisphere whereas in the $CF-S$ flow azimuthal motions extend below the Pacific.

<table>
<thead>
<tr>
<th>Field model</th>
<th>Year</th>
<th>$A_{tg}$</th>
<th>$A_{cf}$</th>
<th>$A_{tg}^{s}$</th>
<th>$A_{cf}^{s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHAOS-3</td>
<td>2010</td>
<td>46.3</td>
<td>41.3</td>
<td>12.9</td>
<td>10.6</td>
</tr>
<tr>
<td>gufm1</td>
<td>1980</td>
<td>43.2</td>
<td>42.2</td>
<td>11.5</td>
<td>10.9</td>
</tr>
<tr>
<td>gufm1</td>
<td>1990</td>
<td>50.1</td>
<td>52.9</td>
<td>16.0</td>
<td>17.6</td>
</tr>
<tr>
<td>gufm1</td>
<td>2010</td>
<td>43.7</td>
<td>42.0</td>
<td>10.0</td>
<td>10.1</td>
</tr>
</tbody>
</table>

Table 1. Relative areas of ambiguous patches associated with tangential geostrophy $A_{tg}$ and columnar flow $A_{cf}$ for different field models. The corresponding quantities for equatorially symmetric ambiguous regions are denoted by a superscript ‘s’. All relative areas are given in per cent.
Figure 2. Time-average flows: Streamfunction (contours of the toroidal scalar) and upwelling (colour scale) based on inversions of the geomagnetic field and SV from the CHAOS-3 model of Olsen et al. (2010) for the period 1997–2010. Plus/minus signs denote counter-clockwise/clockwise circulation, respectively, blue/red denote upwelling/downwelling, respectively. (a) Tangential geostrophy – symmetric, (b) columnar flow – symmetric, (c) tangential geostrophy – no symmetry imposed, (d) no assumption imposed.
When using fewer constraints for the flow inversion while still keeping the same SV fit criterion, the remaining constraints are given more weight. Accordingly the large scale flow constraint becomes more evident when the equatorially symmetric condition is removed to compute the TG-AS flow, and at a greater degree when we further remove the TG constraint to compute the N-AS flow. The single $\ell^2$ regularization in the N-AS case results in a very large scale flow, which fits the SV model as closely as the other three flows.

By far the most intense upwelling/downwelling structures for TG-$S$ and CF-$S$ flows emerge right at the equator below South America and mainly under the India/Indonesia region at the limbs of the large eccentric gyre where the flow is meridional. Poleward/equatorward flow is correlated with downwelling/upwelling, respectively. The upwelling patterns of the TG-$S$ and CF-$S$ flows are similar, with a larger amplitude in the latter. A similar upwelling pattern but somewhat larger scale and weaker is found in the TG-AS case. In the N-AS case the upwelling pattern is no longer confined to the equator but is well distributed over the CMB.

Table 2 compares the magnitudes of the four flows. The toroidal component is dominant in all cases. The magnitudes of the TG-$S$ and CF-$S$ flows are similar. The toroidal components of these flows are also similar, but the poloidal component of the latter is about 30 per cent larger. This increase is expected from the imposed increase in the tangential divergence, although a much larger increase of 100 per cent may have been expected (compare 14 and 15). We explain the reason for the smaller than 2 ratio in the Discussion. Decreasing the number of constraints on the flow increases the relative importance of the remaining constraints. As a result, the TG-$AS$ flow that was computed by removing the equatorially symmetric condition is less energetic than the equatorially symmetric TG-$S$ flow while dropping the TG constraint produces the even less energetic N-AS flow.

The contributions of magnetic field advection and stretching to the SV are shown for each flow model in Fig. 3. The SV is mainly explained by the advection term in most of the CMB. Comparison between the advection and stretching contributions to the SV in the TG-$S$ (Fig. 3b) and CF-$S$ (Fig. 3c) flows shows that the stretching term is only moderately larger in CF-$S$, as can be seen at the equatorial region below India and Indonesia.

To further characterize the different flows we show the zonal profiles $\overline{u}_T(\theta) = \langle u_T \rangle = \int u_T d\phi$ and $\overline{u}_S(\theta) = \langle u_S \rangle = \int u_S d\phi$ (note that $\overline{u}_T$ would be 0 for TG and CF flows because of null zonal poloidal coefficients) in Fig. 4. The strong westward jet near the tangent cylinder is clearly seen in the TG-$S$ and CF-$S$ flows, as well as the westward jets at latitudes $30^\circ$ and at the equator. Comparing TG-$S$ and CF-$S$ flows, the requirement of mass conservation causes $\overline{u}_S$ to decrease and $\overline{u}_T$ to increase at mid- and low-latitudes of CF-$S$, suggesting a zonation or spiralling of the flow. Relaxing the equatorial symmetry constraint in TG-AS and N-AS reveals north–south asymmetry. The high-latitude westward jet is stronger in the Northern Hemisphere whereas the westward jet at low- and mid-latitudes is much stronger in the Southern Hemisphere. The increasing effect of regularization in TG-AS and AS-N flows is seen both in $\overline{u}_S$ and $\overline{u}_T$, with a decrease in RMS flow magnitudes. Note that the tangent cylinder is crossed by the flow as evident by the non-negligible $\overline{u}_S$ values at related colatitudes. The purely azimuthal flow at the equator, characteristic of TG (-S or -AS) and CF-$S$ flows, is clearly outlined.

### 5 DISCUSSION

Recent work on inversion of geomagnetic field models for core surface flows in the framework of a QG approximation have used either TG or CF assumptions, together with imposed equatorial symmetry (Pais & Jault 2008; Gillet et al. 2009; Schaeffer & Pais 2011). In this study, we revise the theoretical arguments in favour of each assumption. We derive for the first time the non-uniqueness distribution associated with CF and compare it with that associated with TG. We then examine closely ensuing differences in the computed TG and CF core flows, which has never been done so far.

#### 5.1 Theoretical consistency with QG and incompressibility

The compliance (or lack thereof) of inverted flows with the divergence-free flow condition (3) and its surface expression at the CMB (4) is a main aspect to distinguish equatorially symmetric TG from CF flows. This is not a minor point, if these flows are to be downward projected into the core interior and used in kinematic dynamo and thermal convection models. Most core dynamics models solve for a divergent-free flow. Density perturbations are treated in the framework of the Boussinesq approximation, which is a reasonable approach given that density probably changes by only about 20 per cent in the liquid core (e.g. Christensen & Wicht 2007). The poloidal/toroidal decomposition commonly used for the flow in these situations requires by construction a divergent-free flow. Blindly projecting the columnar flow inferred from core surface models onto a poloidal/toroidal basis will cause losing a flow component in case of columnar TG flows, a component which was in principle constrained by geomagnetic data.

Another theoretical issue concerns the computation of equatorially symmetric TG flows using the radial magnetic induction equation. Is this equation compatible with deviations from incompressibility in the symmetric TG flows as reported above? The divergence-free flow condition (3) is usually used to derive the radial magnetic induction equation at the CMB, and it could seem inconsistent, at first sight, to use this equation to invert for a compressible flow. However, the radial component of the induction eq. (1) can also be derived in the frozen-flux approximation without imposing flow incompressibility. The third term in (1) may have different physical interpretations. For an incompressible fluid it represents stretching of $B_r$ by the poloidal flow, whereas it is differently related to the flow in deeper layers in the case of compressible flows. For TG flows associated with QG columns, in particular, the third term
in (1) is exactly half the value of the stretching of \( B_t \) produced by QG columns, \( B_t \frac{\partial u_\phi}{\partial r} \), at each point on the CMB. Note again that the \( u_\phi \) component in (10) does not alter this stretching, which is the same for standard and modified QG columns.

5.2 Non-uniqueness

Next we discuss the differences in localization of non-unique flow components computed using the two assumptions. We are mostly
concerned about the geometrical difference between $\zeta_{tg}$ and $\zeta_{cf}$ and the resulting differences in $A_{tg}$ and $A_{cf}$. We recall that an ageostrophic belt was defined in the context of a tangential magnetostrophic balance, in which case it delimits the region near the equator where the tangential Coriolis force is weak and is no longer expected to enter the main force balance. In that context, the tangential Lorentz force is the best candidate to balance the horizontal pressure gradient (Chulliat & Hulot 2000) and the critical $\zeta$-value defining the width of the ageostrophic belt depends on the order of magnitude of horizontal electrical currents at the CMB. In the framework of a QG model, as explained above, the TG (or CF) assumption is not related to a tangential magnetostrophic balance but instead to $z$-invariance induced by rotational effects together with a geometrical effect due to adjustment to rigid spherical boundaries. The simultaneous weakening of Coriolis force and steepening of solid boundaries near the equator should culminate in the collapse of QG columns in that region. However, equatorial QG columns are still observed in laboratory experiments (Busse & Carrigan 1976; Cardin & Olson 1994) and numerical simulations (e.g. Olson et al. 1999) and there seems to be no need to define an ‘ageostrophic belt’ of magnitude of horizontal electrical currents at the CMB. In the geometrical effect due to adjustment to rigid spherical boundaries.

The simultaneous weakening of Coriolis force and steepening of solid boundaries near the equator should culminate in the collapse of QG columns in that region. However, equatorial QG columns are still observed in laboratory experiments (Busse & Carrigan 1976; Cardin & Olson 1994) and numerical simulations (e.g. Olson et al. 1999) and there seems to be no need to define an ‘ageostrophic belt’ related to TG-S or CF-S flows.

For 1980 we find that the TG ambiguous patches cover 43.2 per cent of the CMB surface. Bloxham & Jackson (1991) reported 41 per cent for the same year, but they did not describe how this value was obtained. This small difference may possibly arise due to differences in the field models used. To our best knowledge, an algorithm to calculate the area of ambiguous patches, which we describe in detail in Appendix B, has not been reported so far.

We find minor differences between areas covered by ambiguous TG and CF patches. The global non-uniqueness reduction associated with the two assumptions is therefore comparable. In that respect, the usefulness of the two assumptions may be considered similar.

Due to the asymmetric distribution of ambiguous patches with respect to the equator (see much smaller $A_{tg}$ and $A_{cf}$ values compared to $A_{tg}$ and $A_{cf}$ in Table 1), the non-uniqueness can be reduced by an equatorial symmetric flow. The TG-S and CF-S flows in non-ambiguous regions can be used to determine the flow in ambiguous regions localized in equatorially symmetric points in the opposite hemisphere. In fact, equatorial symmetry can reduce non-uniqueness even for two points symmetric about the equator that reside in two ambiguous patches, as long as the equatorial plane projections of the two $\zeta$-contours cross these points are not parallel. This is analogous to non-uniqueness reduction associated with steady toroidal flows as long as the $B_1$-contours of two different snapshots are not parallel (Gubbins 1982). The equatorial plane projections of two symmetric $\zeta$-contours will never be perfectly parallel so, hypothetically, equatorial symmetry may fully remove non-uniqueness. In practice, as with the steady toroidal flow assumption, a non-negligible angle between the two symmetric $\zeta$-contours is required to remove non-uniqueness in pairs of symmetric points that both reside inside ambiguous patches.

Our analysis does not take into account the fact that only the large-scale $B_1$ is known at the CMB, which leads to an imprecise assessment of $\zeta$-contours. Here, for an easier comparison of the results, we followed the lines of previous studies that identified TG ambiguous regions in the space domain (Backus & LeMouël 1986; Chulliat & Hulot 2001; Chulliat 2004). As suggested by one of the reviewers, a more sensible analysis may be accomplished in the spectral domain (see Asari et al. 2009).

5.3 Core flows

Finally we compare the core flows resulting from different physical assumptions. These time-average flows represent persistent structures during the 14 yr time period of the CHAOS-3 model (1997–2010). We find that in all flows the toroidal component dominates, as in most previous studies (see Finlay & Amit 2011, and references therein). Our TG-S flow exhibits a large eccentric gyre similar to the one found in other QG flow models that assumed TG (Pais & Jault 2008; Gillet et al. 2009). However, this eccentric gyre is less dominant in the CF-S flow, where the meridional branches bridging the high- and low-latitude westward jets are less evident. Such lack of connectivity is also seen in the flows of Schaeffer & Pais (2011) that assumed CF for the equatorially symmetric part of the flow. This difference suggests that the inference of a large eccentric
The tangential divergence depends only on the poloidal scalar \( P \). A different upwelling/downwelling relation with the toroidal flow, but also some mid- and high-latitudes tangential divergence features in this region for the studied period (Finlay et al. 2012), it seems that while the poloidal \( CF-S \) flow magnitude does not increase with respect to its \( TG-S \) counterpart in the regions where there can be upwelling are well constrained by the SV (Beggan & Whaler 2008).

We gradually decrease the number of flow constraints in the inversion, going from equatorially symmetric \( TG-S \) and \( CF-S \) flows to \( TG-AS \) and further \( N-AS \) flows in which equatorial symmetry is not imposed. Fewer constraints blur most small scale flow features to the point that the large scale regularization effect dominates (Fig. 2d). When removing the equatorial symmetry constraint in \( TG-AS \), the increased effect of \( \ell^2 \) regularization is seen in the larger scale flow structures (Fig. 2c) and in the decrease of RMS velocities (Table 2). The flow signature of the rim of the tangent cylinder under the Pacific Hemisphere gets blurred, especially in the Southern Hemisphere. Both the upwelling pattern and the westward drift under the Atlantic Ocean are nearly symmetric in the equatorial region (Figs 2c and 4). The columnar behaviour is clearly disturbed at higher latitudes, for example, the southern counterpart of the anticyclonic vortex below North America and the northern counterpart of the anticyclone vortex below south of Southern Africa, both become very dim.

When the TG constraint is removed in flow \( N-AS \), more antisymmetric features emerge in the equatorial region (Fig. 2d). The global flow is displaced southwards (westward drift and upwelling pattern below the Indian Ocean, see Figs 2d and 4), with some flow crossing the geographical equator below the Atlantic Hemisphere. We remark, in particular, the presence of upwelling/downwelling structures below the Indian Ocean, a recurrent feature in previous flow inversions (Gire & Le Mouël 1990; Bloxam & Jackson 1991). These intense equatorial upwelling/downwelling structures emerge due to the tan \( \theta \) dependence in (14) and (15), as noted by Olson et al. (2002). A different upwelling/downwelling relation with the toroidal flow, characterized by the presence of ascending/descending flows at the centre of vortices and thus promoting helicity, is found in numerical dynamo models (e.g. Olson et al. 1999, 2002). The helical geostrophic assumption of Amit & Olson (2004) results in equatorial upwelling/downwelling structures due to the TG assumption but also some mid- and high-latitudes tangential divergence features associated with their helical flow assumption.

Next we compare the upwelling distribution and the poloidal/toroidal RMS velocity ratio in the \( TG-S \) and \( CF-S \) flows. The tangential divergence depends only on the poloidal scalar \( \nabla_\theta \cdot \vec{u}_0 = \nabla_\theta \cdot \vec{P} \), but both poloidal and toroidal scalars contribute to \( u_0 \) on the right-hand side of (14) and (15). We therefore should not expect a simple increase of the relative value of the poloidal scalar by a factor 2 when comparing flows inverted with the TG and CF assumptions. Moreover, the two scalar potentials contribute differently for the advection and stretching of \( \vec{P} \) in (1). Increasing the relative importance of \( P \) increases the relative importance of the stretching term which requires, with the same SV to be explained, that the contribution of the advection term recedes. However, the SV ‘data’ is mainly explained by the advection term in most of the core surface (see Fig. 3), and the stretching term is only moderately larger in \( CF-S \). The flow adjusts so that condition (15) is verified with only a moderate increase of \( \nabla_\theta \cdot \vec{u}_0 \) and of the poloidal scalar \( P \), as confirmed by the computed increase by a factor of 1.3 in the ratio \( \langle \vec{u}_{pol} \rangle / \langle \vec{u}_{tor} \rangle \) (Table 2). This is particularly clear in the two nearly meridional branches of the eccentric jet, where relatively high \( u_0 \) values occur. Because the SV ‘data’ is not compatible with doubling of \( \nabla_\theta \cdot \vec{u}_0 \), the meridional \( CF-S \) flow decreases with respect to the meridional \( TG-S \) flow to verify condition (15). As a result, these meridional branches of the eccentric jet are less clearly outlined in \( CF-S \) than in \( TG-S \). The weaker \( \sqrt{u^2_0} \) and slightly stronger \( \vec{u}_0 \) in low- and mid-latitudes of \( CF-S \) (see Fig. 4) may suggest a spiralling of the flow in the equatorial plane instead of a closed jet, as found in a core flow inversion of geomagnetic SV which relies on the relations between the field and the flow in a 3-D self-consistent numerical dynamo simulation (Aubert 2013). There are nevertheless regions on the core surface where the stretching effect in \( CF-S \) is significantly larger with respect to \( TG-S \), mainly the equatorial region below India and Indonesia (Fig. 3). In addition, new tangential divergence features emerge along the equatorial branch of the jet in the \( CF-S \) flow (Fig. 2b), suggesting that the jet may form as the superposition of adjoining QG columns. Overall, it could be that the poloidal \( CF-S \) flow magnitude does not increase with respect to its \( TG-S \) counterpart by the expected factor 2 because the regions where there can be upwelling are well constrained by the SV (Beggan & Whaler 2008).

In conclusion, the results show that the presence of an equatorial constraint in the flow inversion is essential for the characterization of the flow in the Southern Hemisphere where \( TG-S \) and \( CF-S \) flows show a very strong, almost azimuthal jet. Because both \( B_r \) and \( \vec{B} \) show intense features in this region for the studied period (Finlay et al. 2012), it seems that while the \( TG-S \) and \( CF-S \) flows explain the strong observed SV in this region through advection of \( \vec{B} \) by the strong azimuthal jet, the SV could also be explained through stretching of \( \vec{B} \) by upwelling (Beggan & Whaler 2008). In fact, as Fig. 3(e) confirms, the SV below the Northern Pacific Ocean may have an important contribution from stretching of the geomagnetic field. If that is the case, QG columnar flow contribution could be dismissed there.
6 CONCLUSIONS

The main findings of this paper are:

(1) Ambiguous patches associated with CF are defined by contours of $\zeta_{\text{cf}} = B_1 / \cos^2 \theta$ that do not cross the equator. The difference between $\zeta_{\text{by}}$ and $\zeta_{\text{cf}}$ lies essentially in a latitude-dependent amplification of $\zeta_{\text{cf}}$.

(2) The global non-uniqueness reduction associated with TG and CF is comparable. Due to the equatorial asymmetry of ambiguous patches, non-uniqueness can significantly be reduced if flow in non-ambiguous patches can be used to constrain the flow in the opposite hemisphere, assuming a columnar structure. Such a scenario of columnar convection is supported by theoretical, numerical and experimental studies.

(3) Flows inverted using TG exhibit an eccentric gyre and a strong Atlantic/Pacific flow dichotomy, but in CF flows the gyre and the hemispheric dichotomy are less striking, possibly indicating that an eccentric columnar gyre as the one computed using TG is violating the incompressibility condition.

(4) Both TG and CF upwelling patterns are overwhelmingly concentrated at the equatorial region along meridional flow branches.

(5) The magnitude of CF upwelling is larger than its TG counterpart, but by less than the theoretically expected factor 2, demonstrating the dominance of magnetic field advection over stretching in the SV.

(6) Robust upwelling features, for example, below the Indian Ocean, may suggest whole core convection.

The modified QG model of Schaeffer & Cardin (2005), in conjunction with the surface condition CF (and not TG), consistently enforces conservation of mass in both the volume and surface flows. The importance of a proper downward projection of inverted core surface flows to reconstruct QG columns in the fluid core volume should not be underestimated, if these columns are to be used in dynamical studies of the core. This is the case in data assimilation studies which hindcast/forecast the geomagnetic field (e.g. Canet et al. 2009), kinematic dynamos which assess the ability of QG flows to sustain the geodynamo (e.g. Schaeffer & Cardin 2006) or thermal convection models which may determine the thermodynamic evolution of the core. As we revise here, QG columns recovered from an equatorially symmetric TG flow do not satisfy incompressibility. Also, incompressible QG columns cannot be recovered from an equatorially symmetric TG flow simply by doubling the poloidal content of the surface flow; the CF assumption has to be explicitly used in the inversion. By optimizing physical assumptions and understanding their limitations, inferences from geomagnetic field data may provide more reliable images of the flow at the top of the core, and perhaps even allow a glimpse into deep core dynamics (Gillett et al. 2010; Aubert & Fournier 2011). In the coming years, the SWARM magnetic satellites constellation (Friis-Christensen et al. 2006) will continue to provide high-quality data for geomagnetic field models. Applying the theoretical and numerical tools proposed in this study to SWARM-derived geomagnetic field and SV models will advance the understanding of the dynamics in Earth's outer core.
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Appendix A: Non-uniqueness of Tangential Geostrophy versus Columnar Flow

The non-uniqueness can be shown by considering the radial induction equation at the top of the core in the frozen-flux approximation (1). For TG, it is useful to rewrite (1) as

\[ \frac{\partial B_r}{\partial t} + \nabla \cdot \left( \frac{B_r}{\cos \theta} \cos \theta \mathbf{u}_h \right) = 0, \tag{A1} \]

which can be further rewritten as

\[ \frac{\partial B_r}{\partial t} + \frac{B_r}{\cos \theta} \nabla \cdot \left( \mathbf{u}_h \cos \theta \right) + \cos \theta \mathbf{u}_h \cdot \nabla \left( \frac{B_r}{\cos \theta} \right) = 0. \tag{A2} \]

For TG flows (13) holds, so the second term in (A2) vanishes. The TG flows that do not produce SV are therefore parallel to contours of \( \zeta = B_r / \cos \theta \).

Similarly, for CF we write

\[ \frac{\partial B_r}{\partial t} + \nabla \cdot \left( \frac{B_r}{\cos^2 \theta} \sin \theta \mathbf{u}_h \right) = 0, \tag{A3} \]

\[ \frac{\partial B_r}{\partial t} + \frac{B_r}{\cos^2 \theta} \nabla \cdot \left( \mathbf{u}_h \sin \theta \right) + \cos^2 \theta \mathbf{u}_h \cdot \nabla \left( \frac{B_r}{\cos^2 \theta} \right) = 0. \tag{A4} \]

For CF flows (16) holds, so the second term in (A4) vanishes. The CF flows that do not produce SV are therefore parallel to contours of \( \zeta = B_r / \cos^2 \theta \).

Appendix B: An Algorithm to Calculate the Area of Ambiguous Patches

Let \( \zeta \) be the streamline of an invisible flow (either \( B_r / \cos \theta \) for TG, or \( B_r / \cos^2 \theta \) for CF). The goal is to decide for every longitude/colatitude gridpoint \((\phi_0, \theta_0)\) on the CMB whether it belongs to an ambiguous patch or not. The algorithm follows the \( \zeta(\phi_0, \theta_0) \) contour until reaching either an equatorial nodal point or the initial point \((\phi_0, \theta_0)\). The algorithm is as follows:

1. Determine the direction tangent to the \( \zeta \) contour at \((\phi_0, \theta_0)\).

This direction vector \( \mathbf{d} \) is given by

\[ \mathbf{d} = \hat{r} \times \nabla \zeta = \frac{1}{R} \frac{\partial \zeta}{\partial \phi} \phi - \frac{1}{R \sin \theta} \frac{\partial \zeta}{\partial \theta} \phi. \tag{B1} \]

The vector \( \mathbf{d} \) is calculated analytically based on the Gauss coefficients of the field model \( g^n \) and \( h^n \). For TG, (B1) becomes
\[ d_\phi = \frac{1}{R \cos \theta} \sum_{\ell=1}^{\ell_{\text{max}}} \sum_{m=0}^{\ell} S^m_\ell (\ell + 1) \left( \frac{a}{R} \right)^{\ell+2} (m \cot \theta P^m_\ell + P^{m+1}_\ell) \]
\[ + \tan \theta P^m_\ell \left( g^m_\phi \cos (m\phi) + h^m_\phi \sin (m\phi) \right) \]  
(B2)

\[ d_\theta = -\frac{1}{R \cos \theta \sin \theta} \sum_{\ell=1}^{\ell_{\text{max}}} \sum_{m=0}^{\ell} S^m_\ell (\ell + 1) \left( \frac{a}{R} \right)^{\ell+2} P^m_\ell \]
\[ - m \left( -g^m_\phi \sin (m\phi) + h^m_\phi \cos (m\phi) \right) \]  
(B3)

and for CF, (B1) becomes

\[ d_\phi = \frac{1}{R \cos \theta} \sum_{\ell=1}^{\ell_{\text{max}}} \sum_{m=0}^{\ell} S^m_\ell (\ell + 1) \left( \frac{a}{R} \right)^{\ell+2} (m \cot \theta P^m_\ell + P^{m+1}_\ell) \]
\[ + 2 \tan \theta P^m_\ell \cdot \left( g^m_\phi \cos (m\phi) + h^m_\phi \sin (m\phi) \right) \]  
(B4)

\[ d_\theta = -\frac{1}{R \cos \theta \sin \theta} \sum_{\ell=1}^{\ell_{\text{max}}} \sum_{m=0}^{\ell} S^m_\ell (\ell + 1) \left( \frac{a}{R} \right)^{\ell+2} P^m_\ell \]
\[ - m \left( -g^m_\phi \sin (m\phi) + h^m_\phi \cos (m\phi) \right) \]  
(B5)

In (B2)–(B5) \( \ell \) and \( m \) are the spherical harmonics degree and order, \( \ell_{\text{max}} \) is the truncation degree, \( a \) and \( R \) are Earth’s surface and the CMB radii, \( S^m_\ell \) is the Schmidt semi-normalization factor and \( P^m_\ell \) is the associated Legendre function. The latitudinal derivative of \( P^m_\ell \) was taken from the recurrence relation for associated Legendre polynomials (e.g. Schubert et al. 2001):

\[ \frac{dP^m_\ell}{d\theta} = m \cot \theta P^m_\ell + P^{m+1}_\ell = -m \cot \theta P^m_\ell - (m + \ell) \]
\[ \times (\ell - m + 1) P^{m-1}_\ell \]  
(B6)

where the second equality is used for \( m = \ell \). Since only direction matters here, we normalize \( \vec{d} \):

\[ \vec{d} = \frac{\vec{a}}{|\vec{a}|} \]  
(B7)

(2) Use the unit direction vector \( \vec{d} \) to forward iterate along \( \xi \) (in both directions). For decent numerical accuracy we used a two-step Adams Bashforth scheme (Press et al. 1989):

\[ \phi^+_{i+2} = \phi_{i+1} + \frac{3}{2} d_{i+1} \frac{\delta}{\sin \theta_i} - \frac{1}{2} d_i \frac{\delta}{\sin \theta_i} \]

\[ \theta^+_{i+2} = \theta_{i+1} + \frac{3}{2} d_{i+1} \frac{\delta}{\sin \theta_i} - \frac{1}{2} d_i \frac{\delta}{\sin \theta_i} \]  
(B8)

\[ \phi^-_{i+2} = \phi_{i+1} - \frac{3}{2} d_{i+1} \frac{\delta}{\sin \theta_i} + \frac{1}{2} d_i \frac{\delta}{\sin \theta_i} \]

\[ \theta^-_{i+2} = \theta_{i+1} - \frac{3}{2} d_{i+1} \frac{\delta}{\sin \theta_i} + \frac{1}{2} d_i \frac{\delta}{\sin \theta_i} \]  
(B9)

where the subscript \( i \) denotes the iteration, the superscripts + and − represent the two possible directions of iteration along \( \xi \) and \( \delta \) is a small spatial step. Note that the new point \((\phi_{i+2}, \theta_{i+2})\) is not part of the initial grid. Also note the factor \( \sin \theta \) dividing \( d_\theta \) which accounts for the latitudinal dependence of a surface increment in spherical coordinates.

(3) Choose \((\phi_{i+2}, \theta_{i+2})^+ \) or \((\phi_{i+2}, \theta_{i+2})^- \) depending on which point is further from the point of the previous iteration \((\phi_i, \theta_i)\) in order to move monotonously rather than back and forth.

(4) Equator crossing? If \( \theta_{i+2} > \pi/2 \) and \( \theta_0 < \pi/2 \) or \( \theta_{i+2} < \pi/2 \) and \( \theta_0 > \pi/2 \) then the initial gridpoint \((\phi_0, \theta_0)\) is ‘non-ambiguous’.

(5) Return to initial point? If \((\phi_{i+2}, \theta_{i+2})\) is very close to the initial grid point \((\phi_0, \theta_0)\), then \((\phi_0, \theta_0)\) is ‘ambiguous’. This part of the algorithm requires defining a small distance threshold for identifying the return point.

(6) If both conditions (4) and (5) are not yet satisfied, return to step 1 for a new iteration using point \((\phi_{i+2}, \theta_{i+2})\).

A flowchart of the algorithm is shown in Fig. B1. The algorithm is repeated for all CMB gridpoints. We used a regular \( 5^\circ \times 5^\circ \) grid in \( \phi \) and \( \theta \). Once each gridpoint is determined ambiguous or not, the relative area of ambiguous patches is integrated over the CMB surface. The relative areas are rather insensitive to the spatial resolution. Using a finer \( 2.5^\circ \times 2.5^\circ \) grid, differences of \( \sim 0.2 \) percent in the relative areas are found.